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Abstract

In this paper we present a cortical-like strategy to ob-
tain reliable estimates of the motions of objects in a
scene toward-to/away-from the observer (motion-in-
depth), from local measurements of binocular param-
eters derived from direct comparison of the results
of monocular spatiotemporal filtering operations per-
formed on stereo image pairs. This approach is suit-
able for a hardware implementation, in which such
parameters can be gained via a feed-forward com-
putation (i.e., collection, comparison, and punctual
operations) on the outputs of the nodes of recur-
rent VLSI lattice networks, performing local compu-
tations. These networks act as efficient computational
structures for embedded analog filtering operations in
smart vision sensors. Extensive simulations on both
synthetic and real-world image sequences prove the
validity of the approach, that allows to gain high-level
information about the 3-D structure of the scene, di-
rectly from sensorial data, without resorting to explicit
scene reconstruction.

Keywords: cortical architectures, phase-based dy-
namic stereoscopy, motion processing, Gabor filters,
lattice networks.

1 Introduction

In many real-world visual application domains it is
important to extract dynamic 3-D visual information
from 2-D images impinging the retinas. One of this
kind of problems concerns the perception of motion-
in-depth (MID), i.e. the capability of discriminating
between forward and backward movements of objects
from an observer, having important implications for
autonomous robot navigation and surveillance in dy-
namic environments. In general, the solutions to these
problems rely upon a global analysis of the optic flow
or on token matching techniques which combine stereo
correspondence and visual tracking. Interpreting 3-D
motion estimation as a reconstruction problem [1], the
goal of these approaches is to obtain from a monocu-
lar /binocular image sequence the relative 3-D motion
to every scene component as well as a relative depth
map of the environment. These solutions suffer un-
der instability and require a very large computational
effort which precludes a real time reactive behaviour,
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unless one uses data parallel computers to deal with
the large amount of symbolic information present in
the video image stream [2]. Alternatively, in the light
of behaviour-based perception systems, a more direct
estimation of motion-in-depth can be gained through
the local analysis of the spatiotemporal properties of
stereo image signals.

To better introduce the subject, let us briefly con-
sider the dynamic correspondence problem in the
stereo image pairs acquired by a binocular vision sys-
tem. Fig. 1 shows the relationships between an object
moving in 3-D space and the geometrical projection
of the image in the right and left retinas. If an ob-
server fixates at a distance D, the perception of depth
of an object positioned at a distance Zp can be re-
lated to the differences in the positions of the corre-
sponding points in the stereo image pair projected on
the retinas, provided that Zp and D are large enough
(D, Zp > ain Fig. 1, where a is the interpupillary dis-
tance, and f is the focal length). In a first approxima-
tion, the positions of corresponding points are related
by a 1-D horizontal shift, the binocular disparity ().
Formally, the left and right observed intensities from
the two eyes, respectively I*(x) and I%(z), result re-
lated as I'X(x) = Iz +§(x)]. If an object moves from
P to @ its disparity changes and projects different ve-
locities on the retinas (vy, vg). Thus, the Z compo-
nent of the object’s motion (i.e., its motion-in-depth)
Vy can be approximated in two ways [3]: (1) by the
rate of change of disparity, and (2) by the difference
between retinal velocities, as it is evidenced in the box
in Fig. 1. The predominance of one measure on the
other one corresponds to different hypotheses on the
architectural solutions adopted by visual cortical cells
in mammals. There are, indeed, several experimental
evidences that cortical neurons with a specific sensi-
tivity to retinal disparities play a key role in the per-
ception of stereoscopic depth [4][5]. Though, to date,
it is not completely known the way in which cortical
neurons measure stereo disparity and motion informa-
tion. Recently, we showed [6] that the two measures
can be placed into a common framework considering
a phase-based disparity encoding scheme.

In this paper, we present a cortical-like (neuro-
morphic) strategy to obtain reliable MID estimations
from local measurements of binocular parameters de-
rived from direct comparison of the results of monoc-
ular spatiotemporal filtering operations performed on
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Figure 1: The stereo dynamic correspondence problem. A moving object in the 3-D space projects different
trajectories onto the left and right images. The differences between the two trajectories carry information about

motion-in-depth.

stereo image pairs (see Section 2). This approach
is suitable for a hardware implementation (see Sec-
tion 3), in which such parameters can be gained via
a feed-forward computation (i.e., collection, compar-
ison, and punctual operations) on the outputs of the
nodes of recurrent VLSI lattice networks, which have
been proposed [7] [8] [9] [10] as efficient computational
structures for embedded analog filtering operations in
smart vision sensors. Extensive simulations on both
synthetic and real-world image sequences prove the
validity of the approach (see Section 4), that allows to
gain high-level information about the 3-D structure of
the scene, directly from sensorial data, without resort-
ing to explicit scene reconstruction (see Section 5).

2 Phase-based dynamic stere-
opsis

2.1 Disparity as phase difference

According to the Fourier shift theorem, a spatial shift
of § in the image domain effects a phase shift of k¢
in the Fourier domain. On the basis of this prop-
erty, several researchers [11] [12] proposed phase-based
techniques in which disparity is estimated in terms of
phase differences in the spectral components of the
stereo image pair. Spatially-localized phase measures
can be obtained by filtering operations with complex-

valued quadrature pair bandpass kernels (e.g. Gabor
filters [13] [14]), approximating a local Fourier analysis
on the retinal images. Considering a complex Gabor
filter with a peak frequency ko:

h(z, ko) = e_”z/azeikow, (1)

we indicate convolutions with the left and right binoc-
ular signals as

Q(z) = p(2)e’*® = O(z) +iS(x) (2)

where p(z) = C%(x)+ S%2(z) and ¢(z) =
arctan[S(z)/C(x)] denote their amplitude and phase
components, and C(z), S(x) are the responses of the
quadrature filter pair. Local phase measurements re-
sult stable and with a quasi-linear behaviour over rel-
atively large spatial extents, except around singular
points where the amplitude p(x) vanishes and the
phase becomes unreliable [15]. This property of the
phase signal yields good predictions of binocular dis-
parity by

¢L(x) — QSR(:I:) (3)

k(z)

where k(z) is the average instantaneous frequency of
the bandpass signal, measured using the phase deriva-
tive from the left and right filter outputs:

LiL’ RZ’
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As a consequence of the linear phase model, the in-
stantaneous frequency is generally constant and close
to the tuning frequency of the filter (¢, ~ ko), ex-
cept near singularities where abrupt frequency changes
occur as a function of spatial position. Therefore,
a disparity estimate at a point x is accepted only if
|2 — ko| < kop where p is a proper threshold [15].

2.2 Dynamics of binocular disparity

When the stereopsis problem is extended to include
time-varying images, one has to deal with the problem
of tracking the monocular point descriptions or the
3-D descriptions which they represent through time.
Therefore, in general, dynamic stereopsis is the inte-
gration of two problems: static stereopsis and tempo-
ral correspondence [16]. Considering jointly the binoc-
ular spatiotemporal constraints posed by moving ob-
jects in the 3-D space, the resulting dynamic disparity
is defined as d(x,t) = d[z(t),t], where x(t) is the tra-
jectory of a point in the image plane. The disparity
assigned to a point as a function of time is related to
the trajectories z%(t) and x”(t) in the right and left
monocular images of the corresponding point in the
3-D scene. Therefore, dynamic stereopsis, implies the
knowledge of the position of objects in the scene as a
function of time.

Extending to time domain the phase-based ap-
proach, the disparity of a point moving with the mo-
tion field can be estimated by

_ ¢L[x(t)at]];)¢R[x(t)7t] (5)

where phase components are computed from the spa-
tiotemporal convolutions of the stereo image pair

Slz(t),1]

Qz,t) = C(x,t) +iS(x,1) (6)
with directionally tuned Gabor filters with central fre-
quency p = (ko,wp). For spatiotemporal locations

where linear phase approximation still holds (¢ ~
kox 4+ wpt), the phase differences in Eq. (5) provide
only spatial information, useful for reliable disparity
estimates. Otherwise, in the proximity of singularities,
an error occurs that is also related to the temporal
frequency of the filter responses. In general, a more
reliable disparity computation should be based on a
combination of confidence measures obtained by a set
of Gabor filters tuned to different velocities. Though,
due to the robustness of phase information, good ap-
proximations of time-varying disparity measurements
can be gained by a quadrature pair of Gabor filters
tuned to null velocities (p = (ko,0)). A detailed anal-
ysis of the phase behaviour in the joint space-time
domain, and of its confidence, in relation to the direc-
tional tuning of the Gabor filters, evades the scope of
the present paper and it will be presented elsewhere.

2.3 Motion-in-depth

Perspective projections of a motion in depth leads to
different motion fields on the two retinas, that is a

temporal variation of the disparity of a point moving
with the flow observed by the left and right views (see
Fig. 1). The rate of change of such disparity provides
information about the direction of MID and an es-
timate of its velocity. Disparity has been defined in
Section 1 as I*(x) = I'®[z + §(x)] with respect to the
spatial coordinate z”. Therefore, when differentiating
Eq. (5) with respect to time, the total rate of variation

of ¢ is: .
L ) 7

0
where v’ is the horizontal component of the velocity
signal on the left retina. Considering the conservation
property of local phase measurements, image veloci-
ties can be computed from the temporal evolution of

constant phase contours [17]:

E=-P ad gRo-fL
x T UL xr T ’UR.

Combining Eq. (8) with Eq. (7) we obtain

¢ kL
pri k:_o(v —v) (9)
where (v —v1) is the phase-based interocular velocity

difference. When the spatial tuning frequency of the
Gabor filter ky approaches the instantaneous spatial
frequency of the left and right convolution signals one
can derive the following approximated expressions:
L R
@2@:u:vR—vL (10)

dt Ot ko
It is worthy to note that the approximations depend
on the robustness of phase information, and the error
made is the same as the one which affects the mea-
surement of phase components around singularities
[15] [17]. Hence, on a local basis, valuable predictions
about MID can be made, without tracking, through
phase-based operators which need not to know the di-
rection of motion on the image plane z(t).

The partial derivative of the disparity can be di-
rectly computed by convolutions (S, C) of stereo im-
age pairs and by their temporal derivatives (S, Cy):

95 [Sfct — stk SEoR - sRoR) 1 )
ot [(SL)2 4 (CE)2  (SE)24 (OR)2 | kg

thus avoiding explicit calculation and differentiation of
phase, and the attendant problem of phase unwrap-
ping. Moreover, the direct determination of tempo-
ral variations of the disparity, through filtering opera-
tions, better tolerates the problem of the limit on max-
imum disparities due to “wrap-around” [11], yielding
correct estimates even for disparities greater than one-
half the wavelength of the central frequency of the Ga-
bor filter.

2.4 Spatiotemporal operators

Since numerical differentiation is very sensitive to
noise, proper regularized solutions have to be adopted
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Figure 2: Cortical architecture of a motion-in-depth detector. The rate of variation of disparity can be obtained by
a direct comparison of the responses of two monocular units labelled CXL and CXR. Each monocular unit receives
contributions from a pair of directionally tuned “energy” complex cells that compute phase temporal derivative
(S;C — SC;) and a non-directional complex cell that supplies the “static” energy of the stimulus (C? + S2).
Each monocular branch of the cortical architecture can be directly compared to the Adelson and Bergen’s motion
detector, thus establishing a link between phase-based approaches and motion energy models (see text).

to compute correct and stable numerical derivates. As
a simple way to avoid the undesired effects of noise,
band-limited filters can be used to filter out high fre-
quencies that are amplified by differentiation. Specifi-
cally, if one prefilters the image signal to extract some
temporal frequency sub-band,

S(x,t) ~ frxS(x,t) ; Cla,t) ~ fr+C(x,t) (12)

and evaluates the temporal changes in that sub-band,
time differentiation can be attained by convolutions on
the data with appropriate bandpass temporal filters:

S'(z,t) = fox S(z,t) ; C'(z,t) ~ foxC(z,t) (13)

S’ and ¢’ approximate S; and C;, respectively, if fi
and fy approximate a quadrature pair of temporal fil-
ters, e.g.:

filt)y=e"sinwot 5 folt) =

This formulation allows a certain degree of robustness
of our MID estimates.
By rewriting the terms of the numerators in (11):

45750 = (St + 0)2 — (St — 0)2 and
4SC, = (S+C)% — (S — C,)2,

e /7 coswot.  (14)

(15)

one can express the computation of 9§/dt in terms
of convolutions with a set of oriented spatiotempo-
ral filters, whose shapes resemble simple cell recep-
tive fields of the primary visual cortex [18]. Specifi-
cally, each square term on the right sides of Eqgs.(15)

is a component of a directionally tuned energy detec-
tor [19]. The overall MID cortical detector can be
built as shown in Fig. 2. Each branch represents a
monocular opponent motion energy unit of Adelson
and Bergen’s type where divisions by the responses
of separable spatiotemporal filters (cf. the denomi-
nators of Eq.(11)) approximate measures of velocity
that are invariant with contrast. We can extract a
measure of the rate of variation of local phase infor-
mation by taking the arithmetic difference between
the left and right channel responses. Further divi-
sion by the tuning frequency of the Gabor filter yields
a quantitative measure of MID. It is worthy to note
that phase-independent motion detectors of Adelson
and Bergen can be used to compute temporal varia-
tions of phase. This result is consistent with the as-
sumption we made of the linearity of the phase model.
Therefore, our model evidences a novel aspect of the
relationships existing between energy and phase-based
approaches to motion modeling, to be added to those
already presented in the literature [17] [20].

3 Towards an analog VLSI im-
plementation
In the neuromorphic scheme proposed above, we can

evidence two different processing stages (see Fig. 3):
(1) spatiotemporal convolutions with 1-D Gabor ker-
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Figure 3: Architectural scheme of the neuromorphic motion-in-depth detector.

nels that extract amplitude and phase spectral com-
ponents of the image signals, and (2) punctual op-
erations such as sums, squarings and divisions that
yield the resulting percept. These computations can
be supported by neuromorphic architectural resources
organized as arrays of interacting nodes. In the follow-
ing, we shall present a circuit hardware implementa-
tion of our MID detector based on analog perceptual
microsystems. Following the Adelson and Bergen’s
model [19] for motion-sensistive cortical cell recep-
tive fields,spatiotemporal oriented filters can be con-
structed by pairs of separable (i.e., not oriented) fil-
ters. In this way, filters tuned to a specific direction
can be obtained through a proper cascading combina-
tion of spatial and temporal filters (see Fig. 3), thus
decoupling the design of the spatial and temporal com-
ponents of the motion filter [21] [22].

Spatial filtering: the perceptual engine It has
been demonstrated [8] [9] [10] that image convolu-
tions with 1-D Gabor-like kernels can be made isomor-
phic to the behaviour of a 2nd-order lattice network
with diffusive excitatory nearest couplings and next
nearest neighbors inhibitory reactions among nodes.
Fig. 4a shows a block reprentation of such network
when one encodes all signals - stimuli and responses
- by currents: I4(n) is the input current (i.e., stimu-
lus), I.(n) is the output current (i.e., response) and
the coefficients G and K represent the excitatory and
inhibitory couplings among nodes, respectively. At
circuital level, each node is fed by a current genera-
tor whose value is proportional to the incident light
intensity at that point, the interaction among nodes
is implemented by current controlled current sources
(CCCSs) that feed or sink currents according to the
actual current response at neighboring nodes. Each
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Figure 4: Spatial filtering. (a) 2nd-order lattice network represented as an array of cells interacting through
currents. (b) Transistor level representation of a single computational cell. (¢) Small-signal circuital representation
of a single cell. (d-e) Spatial and spatial frequency plots of the three Gabor-like filters considered; the filters have
been chosen to have in the frequency domain constant octave bandwidth.

computational node has two output currents GI.(n)
toward the 1st nearest nodes, two (negative) output
currents K 1.(n) toward the 2nd nearest nodes, and re-
ceives the corresponding contributions from its neigh-
bors, besides its input Is(n). The circuit representa-
tion of a node is based on the use of CCCSs with the
desired current gains G and K. A CMOS transistor
level implementation of a cell is illustrated in Fig. 4b.
The spatial impulse response of the network, g(n) can
be interpreted as the perceptual engine of the system
since it provides a computational primitive that can be
composed to obtain more powerful image descriptors.
Specifically, by combining the responses of neighbor-
ing nodes it is possible to obtain Gabor-like functions

of any phase ¢:

h(n) = ag(n—1)+ Bg9(n)+yg(n+1)

De M cos(2mkon + ) (16)

where A is the decay rate and kg is the oscillating fre-
quency of the impulse response. The values of A and
ko depend on the interaction coefficients G and K.
The phase ¢ depends on «, 3, v, given the values of
A and kg; D is a normalization constant. The decay
rate and frequency, though hard-wired in the underly-
ing perceptual engine, can be controlled by adjustable
circuit parameters [23].

Temporal filtering The signal processing require-
ments specified by Eq. 14 in the time domain provide
the functional characterization of the filter blocks f;
and fy shown in Fig. 3. The Laplace transforms of
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Figure 5: The magnitude (a) and phase (b) plots for
the even and odd temporal filters used (wg = 67 rad/s
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the impulse responses determine the desired transfer
functions:

Wo
(s +1/7)% +w§

(s+1/7)
G+1/m7+f

They are (temporal) filters of the second order with
the same characteristic equation. The pole locations
determine the frequency peak and the bandwidth.
The magnitude and phase responses of these filters
are shown in Fig. 5a,b: they have nearly identical
magnitude responses and a phase difference of 7/2.
The choice of the filter parameters is performed on
the basis of typical psychophysical perceptual thresh-
olds [24]: wy = 67 rad/s, 7 = 0.13 s.

The circuital implementation of these filters can
be based on continuous-time current-mode integrators
[25]. The same two-integrator-loop circuital structure
can be shared for realizing the two filters [26].

L {e*t/T sin wot} =

L {e*t/T cos wot} =

Spatiotemporal processing By taking appropri-
ate sums and differences of the temporally convoluted

outputs of a 2nd-order lattice network P,/ p(n,t) =

fIL/R(n’,t) * h(n — n')dn/, it is possible to compute
convolutions with cortical-like spatiotemporal opera-
tors:

S(n,t) = [acaP(n—1,t) + 1 P(n,t) + 1 P(n + 1,t)]xf1(¢)
C(n,t) = [aaP(n —1,t) + B2 P(n,t) + v2P(n + 1,0)]xf1(t)
Si(n,t) = [a1P(n —1,t) + B1P(n,t) + nP(n+ 1,t)]xf2(t)
Ci(n,t) = [aeP(n — 1,t) + B2P(n,t) + y2P(n + 1,t)]xf2(t)

where oy = —y; = De *e™?* — 1) cos 27k, 31 = 0,
g =2 = De ™ e? — 1) cos 27ky, 2 = D(1 —e™*}).

Parametric processing The high information con-
tent of the parameters provided by the spatiotempo-
ral filtering units, makes it possible their direct (i.e.,
feed-forward) use via a feedforward computation (i.e.,
collection, comparison and punctual operations). The
distinction between local and punctual data is partic-
ularly relevant when one considers the medium used
for their representation with respect to the processing
steps to be performed. In the approach followed in
this work, local data are the result of a distributed

processing on lattice networks whose interconnections
have a local extension. Conversely, the output data
from these processing stages can be treated in a punc-
tual way, i.e., according to standard computational
schemes (sequential, parallel, pipeline), or still resort-
ing to analog computing circuits. In this way, one can
take take full advantage of the potentialities of ana-
log processing together with the flexibility provided
by digital hardware.

3.1 The intrinsic dynamics of spatial
filtering

In this Section, we discuss the temporal properties of
the spatial array and analyze how its intrinsic tempo-
ral behaviour could affect the spatial processing. More
specifically, we focus our analysis on how the array of
interacting nodes modifies its spatial filtering charac-
teristics, when the stimuli signals vary in time at a
given frequency w. In relation to the architectural so-
lution adopted for motion estimation, we will require
that the spatial filter would still behave as a band-
pass spatial filter for temporal frequencies up to and
beyond wy (see eq. 14, and Fig. 5). To perform this
check, let us consider the small-signal low-frequency
representation of the MOS transistor, governed by the
gate-source capacitance. QOur circuital implementa-
tion of the array will be characterized by two C/gp,
time constants (Fig 4c). Other implementations in
the literature, e.g. [27], are adequately modeled with
a single time constant; as shown below the present
analysis will cover both types of implementations. The
intrinsic spatiotemporal transfer function of the array
will have then the following form:

L(wy)
H = 1
i) = Ny + NGy 17
with
Liwp) = 1 _Wip"‘jwn(l"'p)
M(k,w,) = 1—2Gcos(2rk) —w?p + 2K cos(4nk)
N(k,wn) = wpll+p+2pK cos(4rk)]

where w,, = w7 is the normalized temporal frequency,
p= 7—2/7—1; T = Ceql/geql and Ty = Ceq2/9€q2-

Fig. 6 shows the spatial frequency behaviour of the
array for three values of their central frequency, span-
ning a two octave range: ko = 1/16,1/8,1/4. In all
three cases, when the temporal frequency increases,
the array tends to maintain its band-pass character up
to a limit frequency, beyond which it assumes a low-
pass behaviour. A more accurate description of the
modifications that occur is presented in Fig. 7. For
each spatial filter, characterized by the behavioural
parameters (kg, A), or, in a equivalent manner, by the
structural parameters (G, K), we consider its spatial
performance when the stimulus signal varies in time.
At any temporal frequency we can characterize the
spatial filtering as a band-pass processing step, taking
note of the value of the effective relative bandwidth, at



-3 dB points. Fig. 7 reports the result of such analysis
for the three filters considered. We can observe that
the array maintains the spatial frequency character it
has for static stimuli, up to a frequency that basically
depends on the time constant, 7, of its interaction
couplings, and in a more complex way on the strength
G and K of these couplings. We can note that the
higher is the static gain at the central frequency of
the spatial filter, the higher is the overall equivalent
time constant of the array. This effect has to be re-
lated to the fact that high gains in the spatial filter
are the result of many-loop recurrent processing.

We can also evidence the effect of the ratio 72/7
on the overall performance. Let us compare for this
purpose, solid and dashed curves. The solid ones are
traced with 7 = 75, the dashed ones with = = 0. It
is worth noting that when ky = 1/4 the interaction
coefficient G is null and the ratio 75/7; is not influent
on the transfer function.

If we consider the typical temporal bandwidth of
perceptual tasks [28], and assume the value of 7, in the
range of 10~7s, we can conclude that the neuromor-
phic lattice network adopted for spatial filtering has
an intrinsic temporal dynamics more than adequate
for performing visual tasks on motion estimation.

4 Results

We consider a 65 x 65 pixel target implementation
of our neuromorphic architecture - compatible with
current hardware constraints - and we test its perfor-
mance at system level through extensive simulations
on both synthetic and real-world image sequences.

The output of the MID detector, provides a mea-
sure of 9§/t (i.e., V), except for the proportionality
constant kg. We evaluate the correctness of the esti-
mation of Vz for the three Gabor-like filters considered
(ko =1/4, kg = 1/8, ko = 1/16). We use random dot
stereogram sequences where a central square moves
forward and backward on a static background with
the same pattern. The 3-D motion of the square re-
sults in opposite horizontal motions of its projections
on the left and right retinas, as evidenced in Fig. 8a.
The resulting estimates of V (see Figs. 8b,c,d) are de-
rived from the measurements of the interocular veloc-
ity differences (v* —v*) obtained by our architecture,
taking into account the geometrical parameters of the
optic system: fixation distance D = 1m, focal length
f = 0.025m, and interpupillary distance ¢ = 0.13m.
The estimation of the velocity in depth V should be
always considered jointly with a confidence measure
related to the binocular average energy value of the
filtering operations [p = (p¥ + p®)/2]. When the con-
fidence is below a given threshold (in our case the 10%
of the energy peak), the estimates of Vz are consid-
ered unreliable and therefore are discarded (cf. grayed
regions in Figs. 8b-d). We observe that estimates of
V7 with high confidence values are always correct.

It is worthy to note that in those circumstances
where it is not important to perform a quantitative
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Figure 6: The intrinsic spatiotemporal transfer func-
tion of the analog lattice networks implementing
Gabor-like spatial filters, designed for band-pass spa-
tial operation; the three types of filters considered are
those introduced in Fig. 4d,e. The different curves,
parametrized respect to the temporal frequency w, de-
scribe how the spatial filtering is modified when the
input stimulus varies with time (see text).
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Figure 7: The overall equivalent lattice network rela-
tive spatial bandwith as a function of the input stim-
ulus temporal frequency, for the time constant char-
acteristic of the interaction among cells 71 = 107 7s.
Solid and dashed curves describe the effect of the ratio
of the two time constants (see text). The shaded re-
gion evidences the temporal bandwidth of perceptual
tasks.
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Figure 8: Results on synthetic images. (a) Schematic representation of the random dot stereogram sequences
where a central square moves, with speed V, forward and backward respect to a static background with the same
random pattern. (b,c,d) The upper plots show the estimated speed as a function of the actual speed Vy for the
three Gabor-like filters considered (ko = 1/4, ko = 1/8, ko = 1/16); the lower plots show the binocular average
energy taken as a confidence measure of the speed estimation. The ranges of Vz for which the confidence goes
below 10% of the maximum are evidenced in the gray shading.

measure on Vz, but it is sufficient to discriminate its
sign, all the necessary information is “mostly” con-
tained in the numerators of Eq. 11, since the denomi-
nators are of the same order when the confidence val-
ues are high. In this case, the architecture of the MID
detector can be simplified by removing the two nor-
malization stages on each monocular branch, thus sav-
ing two divisions and four squaring operations for each
pixel. The results on correct discrimination between
forward and backward movements of objects from the
observer are shown in Fig. 9 for a real-world stereo
sequence. Also in this case, points where phase infor-
mation is unreliable are discarded, according to the
confidence measure, and represented as static.

5 Conclusion

The general context in which this research can be
framed concerns the development of artificial systems

with cognitive capabilities, i.e., systems capable of
collecting information from the environment, of an-
alyzing and evaluating them to properly react. To
tackle these issues, an approach that finds increasing
favour is the one which establishes a bi-directional re-
lation with brain sciences, from one side, trasferring
the knowledge from the studies on biological systems
toward artificial ones (developing hardware, software,
and wetware models that capture architectural and
functional properties of biological systems), and, on
the other side, using artificial systems as tools for
investigating the neural system. Considering more
specifically vision problems, this approach pays at-
tention to the architectural scheme of visual cortex
that, with respect to the more traditional computa-
tional schemes, are characterized by the simultane-
ous presence of different levels of abstraction in the
representation and computation of signals, hierarchi-
cally /structurally organized and interacting in a re-
cursive and adaptive way [29] [30]. In this way, high-
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Figure 9: Experimental results on a natural scene. Two toy cars are moving in opposite directions respect to the
observer. Left and right frames at three different times are shown. The gray levels in the MID maps code the
motion-in-depth of the two cars: the lighter gray blob represents the car moving toward the observer, whereas
the darker gray blob represents the car moving away. The background gray level represents points discarded
according to the confidence measure. The few still present error points do not impair the interpretation of the

MID map.

level vision processing can be re-thought in structural
terms, by evidencing novel strategies to allow a more
direct (i.e., structural) interaction between early vi-
sion and cognitive processes, possibly leading to a re-
duction of the gap between PDP and Al paradigms.
these neuromorphic paradigms can be employed by
new artificial vision systems, in which a "novel” inte-
gration of bottom-up (data-driven) and top-down ap-
proaches occurs. In this way, it is possible to perform
perceptual/cognitive computations (such as those con-
sidered in this paper) by properly combining the out-
puts of receptive fields characterized by specific selec-
tivities, without introducing explicitly a-priori infor-
mation. The specific vision problem tackled in this
paper is the binocular perception of motion-in-depth.
The assets of the approach can be considered under
different perspectives: modeling, computational, and
implementation.

Modeling: Psychophysical studies evidenced that
perception of MID can be based on binocular cues
such as interocular velocity differences or temporal
variations of binocular disparity [3]. We demonstrated
analytically that information hold in the interocular
velocity difference is the same of that derived by the
evaluation of the total derivative of the binocular dis-
parity, if a phase-based disparity encoding scheme is
assumed.
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Computational: By exploiting the chain rule in
the evaluation of the temporal derivative of phases,
one can obtain information about MID directly from
the convolutions of the two stereo images with com-
plex spatiotemporal bandpass filters. This formula-
tion eliminates the need for an explicit trigonomet-
ric function to compute the phase signal from Q(x,t),
thus avoiding also problems arising from phase un-
wrapping and discontinuities. Moreover, the approx-
imation of temporal derivatives by temporal filter-
ing operations yields to regularized solutions in which
noise sensitivity is reduced.

Implementation:  The algorithmic approach fol-
lowed allows a fully analog computation of MID
through spatiotemporal filtering with quadrature pairs
of Gabor kernels, that can be directly implemented in
VLSI, as demonstrated by recent prototypes of our
group [10]. Simulations have been performed to ana-
lyze the effects on system performance of constraints
posed by analog and digital hardware implementation.
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